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Definition - Paraphrases

Paraphrases are sentences or phrases that convey the same
meaning using different words. Although the logical
definition of paraphrases requires strict semantic
equivalence, linguistics accepts a broader, approximate
equivalence—thereby allowing far more examples of
“quasi-paraphrases.”’*

*For a list of possible definitions of paraphrases, please refer to [1]
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Definition - Paraphrases

Paraphrases are sentences or phrases that convey the same
meaning using different words. Although the logical
definition of paraphrases requires strict semantic
equivalence, linguistics accepts a broader, approximate
equivalence—thereby allowing far more examples of
“quasi-paraphrases.”’*

The finalists will play in Giants stadium. < Giants stadium will be the playground
for the finalists.

The pilot took off despite the stormy weather. < The plane took off despite the
stormy weather.

The pilot took off despite the stormy weather. < The pilot is checking for stormy
weather.

*For a list of possible definitions of paraphrases, please refer to [1]



Subproblems of
Paraphrasing

» Paraphrase Generation: Reword a sentence into a text
such that the text preserves most of the semantics of the

sentence.

 Paraphrase Detection: Given two sentences, predict if
they are paraphrases of each other.



CO

pe of the Thesis

Problems

Examples

Diversity in
paraphrase generation

Input (X):
- how do i increase body height 7

Output (Y):

- how do i increase my height ?

- how do i increase my body height ?

- how do i increase the height ?

- how would i increase my body height ?

Syntacticality in
paraphrase generation

Input

(X): What are pure substances ? What are some examples ?
Exemplar sentence

(Z): What are the characteristics of the Elizabeth theatre ?

Output
(Y): Which is the sample of a substance 7

Consistency in
paraphrase detection

Input

X: a provision government or a revolutionary government has been de-
clared several times by insurgent groups in philippines .

Y: a provision government or a revolutionary government has been de-
clared several times in philippines by insurgent groups .

Output
For (X, Y) as input: 1 (98.6)
For (Y, X) as input: 0 (92.2)
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Problems Examples

Input (X):
- how do i increase body height 7

Diversity in Output (Y):
paraphrase generation - how do i increase my height 7
- how do i increase my body height 7
- how do i increase the height ?
- how would i increase my body height ?

Input
(X): What are pure substances ? What are some examples ?
Exemplar sentence
Syntacticality in (Z): What are the characteristics of the Elizabeth theatre ?
paraphrase generation
Output
(Y): Which is the sample of a substance 7

Input

X: a provision government or a revolutionary government has been de-

clared several times by insurgent groups in philippines .

Y: a provision government or a revolutionary government has been de-
Consistency in clared several times in philippines by insurgent groups .
paraphrase detection

Output

For (X, Y) as input: 1 (98.6)

For (Y, X) as input: 0 (92.2)

All experiments conducted on English language
datasets

DISCLAIMER
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Motivation for inducing diversity in paraphrase generation

Baselines - Strengths and limitations

Introducing DiPS (our method) and providing component details [Conf.: NAACL 2019]

Introducing SGCP (our method) and providing component details [Journal:TACL 2020]

Results on standard datasets
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e [Part 1] Inducing Constraints In Paraphrase Generation
Motivation for inducing diversity in paraphrase generation
Baselines - Strengths and limitations
Introducing DiPS (our method) and providing component details [Conf.: NAACL 2019]
Introducing SGCP (our method) and providing component details [Journal:TACL 2020]

Results on standard datasets

e [Part 2] Inducing Consistency In Paraphrase Detection

Motivation for inducing consistency in paraphrase detection

Defining the consistency objective [Conf.: Findings ACL 2022]
Baselines - Limitations

Results on standard datasets
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Part 1: Constraints in
Paraphrase Generation

Addresses the gap in diversity and syntacticality in paraphrase generation research

NAACL 2019, TACL 2020

NAACL 2019: Submodular optimization-based diverse paraphrasing and its effectiveness in data augmentation.
Kumar et. al. 2019

TACL 2020: Syntax-Guided Controlled Generation of Paraphrases.
Kumar et. al. 2020



Diversity

In
Paraphrase Generation




Conversational Agents



Conversational Agents




Conversational Agents




Conversational Agents




Conversational Agents

User: | want to book a flight
from Minneapolis to New York

Bot: Sure. When are you
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Conversational Agents
4 )

Sorry, | don’t understand what you’re saying

o J

User: | want to book a flight

from Minneapolis to New York

Bot: Sure. When are you
planning to travel ?

W,
\
User: Can you book plane to
New York from Minneapolis

Bot: Sorry, | don’t understand

Data
augmentation
might help

~

what you’re saying
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- are there some ways to increase body height ?
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Paraphrase Generation

Source how doiincrease body height ?

- how could i increase my height ?

- what should i do to increase body height ?

- what are the ways to increase height ?

- are there some ways to increase body height ?

Paraphrases

Fidelity Diversity

(Meaning preserving) (Lexical & syntactical variety)
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Source |how do i increase body height ?
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Some baselines miss
Fidelity

Subsequence Selection - Beam Search (Diverse selection)

Source |how do iincrease body height ?

Beam

* how do i increase my height ?
- how can i decrease my body weight ?
- what do i do to increase the height *?

[iam 17, what steps to take to decrease weight ?

Fidelity X
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What we need

Fidelity v/ Diversity v/

" DiPS

», Flnd k diverse paraphrases with high fldellty
| Method based on subset .;_

12
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what ways exist to increase ...

how would | increase the ...
how do | decrease the ...
lam 17 , what ...

are there ways to increase ...
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Subset_ Selectl_on

how can i grow the ...

how do i increase my ...

what ways exist to increase ..: how can i grow the ...

what ways exist to increase ...
are there ways to increase ...

Vt argmaxy ., |y _FX)

| If F is sub modular + monotone = Greedy algo. with |

'good bounds exists |

13
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oy (o) Teige

# ltems =4 #ltems =4 + 1 #ltems =5 + 1

F=2 F=2+(1) F=3+(0)

Diminishing Returns
14

F = # Unique Coloured items

'
N




\
o

< F

Monotonicity

Y\
®



Diversity Components

/ N\

‘Where’, ‘can’, ‘film’, ‘I’, ‘How’,
‘find that’, ‘that picture’,

‘I get’, ‘can!l’, ‘Where can I

D;(X) = Rewards unique n-grams

| Where ----- can | find --- that picturei

| sm===e- How can | ---- get that picture:

Dy (X) = Rewards Structural Coverage

EQ(X, S)

“Where can | get that movie?”

‘Where’ ‘can’ A

ENCODER

argmaz xywF

(X)

DECODER

16



Diversity Components

/ N\

’

‘Where’, ‘can’, ‘film’, ‘I’, ‘How’,
‘find that’, ‘that picture’,

‘I get’, ‘can!l’, ‘Where can I

D;(X) = Rewards unique n-grams

EQ(X, S)
[T TTTT T STt T e
:Where ----- can | find --- that picture |
| =wowes How can | -=o-_ get that picture |
\ Dy (X) = Rewards Structural Coverage
argmax x -y F (X)
“" e ’I)H \:/
Where can | get that movie- V(t) X*
T " R S

ENCODER

DECODER

16



Diversity Components Fidelity Components

/ N\ / N\

’

‘Where’, ‘can’, ‘film’, ‘I’, ‘How’,
‘find that’, ‘that picture’,

‘I get’, ‘can!l’, ‘Where can I

Synonym (similar embeddings)

|
|
|
i
D;(X) = Rewards unique n-grams i
|
|
i Ly (X’ 3)

| Where ----- can | find --- that picturei

| sm===e- How can | ---- get that picture:

Dy (X) = Rewards Structural Coverage

argmax x -y F (X)
“Where can | get that movie?”

ENCODER DECODER

16



Diversity Components

|
can | find --- that picture !

| ---- get that picture |
D5(X) = Rewards Structural Coveragg

Synonym (similar embeddings)

£2(X, S)

“Where can | get that movie?”

argmaz xywF

(X)

ENCODER

DECODER

16



V®). 3k Candidate Subseq
Where can | find that f|

How can | get that picturg:

Synonym ( 5|m|Iar embeddlngs)

Where can | get that filmf

D5(X) = Rewards Structural Coveragg

“Where can | get that movie?”

‘Where’ ‘can’

ENCODER DECODER

16



Diversity Components

/ N\

‘Where’, ‘can’, ‘film’, ‘I’, ‘How’,
‘find that’, ‘that picture’,

‘I get’, ‘can!l’, ‘Where can I

D;(X) = Rewards unique n-grams

| Where ----- can | find --- that picturei

| sm===e- How can | ---- get that picture:

Dy (X) = Rewards Structural Coverage

EQ(X, S)

“Where can | get that movie?”

‘Where’ ‘can’ A

ENCODER

argmaz xywF

(X)

DECODER

17



Diversity Components Fidelity Components

/ N\ / N\

’

‘Where’, ‘can’, ‘film’, ‘I’, ‘How’,
‘find that’, ‘that picture’,

‘I get’, ‘can!l’, ‘Where can I

D;(X) = Rewards unique n-grams

Synonym (similar embeddings)

EQ(X, S)

|
| Where ----- can | find --- that picture |

| sm===e- How can | ---- get that picture:

Dy (X) = Rewards Structural Coverage

|
argmax x -y F (X)

“Where can | get that movie?”

‘Where’ ‘can’ A

ENCODER DECODER

17



Diversity Components

/ N\

‘Where’, ‘can’, ‘film’, ‘I’, ‘How’,
‘find that’, ‘that picture’,

‘I get’, ‘can!l’, ‘Where can I

D;(X) = Rewards unique n-grams

| Where ----- can | find --- that picturei

| sm===e- How can | ---- get that picture:

Dy (X) = Rewards Structural Coverage

EQ(X, S)

“Where can | get that movie?”

‘Where’ ‘can’ A

ENCODER

argmaz xywF

(X)

DECODER

17



Diversity Components

/ N\

‘Where’, ‘can’, ‘film’, ‘I’, ‘How’,
‘find that’, ‘that picture’,

‘I get’, ‘can!l’, ‘Where can I

D;(X) = Rewards unique n-grams

| Where ----- can | find --- that picturei

| sm===e- How can | ---- get that picture:

Dy (X) = Rewards Structural Coverage

Synonym (similar embeddings)

EQ(X, S)

“Where can | get that movie?”

ENCODER

argmax x -y F (X)

DECODER

17



Diversity Components

/ N\

‘Where’, ‘can’, ‘film’, ‘I’, ‘How’,
‘find that’, ‘that picture’,

‘I get’, ‘can!l’, ‘Where can I

D;(X) = Rewards unique n-grams

| Where ----- can | find --- that picturei

| sm===e- How can | ---- get that picture:

Dy (X) = Rewards Structural Coverage

EQ(X, S)

“Where can | get that movie?”

‘Where’ ‘can’ A

ENCODER

argmaz xywF

(X)

DECODER

17



Diversity Components

/ N\

’

‘Where’, ‘can’, ‘film’, ‘I’, ‘How’,
‘find that’, ‘that picture’,

‘I get’, ‘canl’, ‘Where can I’ Source Sentence

D;(X) = Rewards unique n-grams

How can | get that picture?

Synonym (similar embeddings)

Where can | get that film? Ly(X, s)

__________________________________ L _____
i Where ----- can | find --- that picture i
| =wowes How can | -=o-_ get that picture |

Dy (X) = Rewards Structural Coverage /
argmax x -y F (X)
/:\ :
|
“Where can | get that movie?” L V|(t) ).\é*
|
P 2 T —/:.::—*I——_\————_\—\
/ N\ e N Ve N

@ @ @ | ® 0 ® O
: i@.—v@,—»@{ ----- :@i > i‘;—’:‘*i‘i—ﬂ‘; ----- :‘i :% k- sequences
[ : | : | : | : sy ::| : :| : | : |
@ o o e @
@ @ e © 0.0 e @,

ENCODER DECODER




Diversity Components

How can | get that picture?

Where can | get that film?

Diversity Components

/ N\

U

‘where’, ‘can’, ‘film’, ‘I’ , ‘How’,
‘find that’, ‘that picture’,

‘I get’, ‘can!’, ‘Where can I’

D;(X) = Rewards unique n-grams

———— o — — — — — — — — — — — — — — — — — —— — ——————— —— —

I
| Where ----- can | find --- that picture !

| T How can | ---- get that picture_:

D, (X) — Rewards Structural Coverage



Diversity Components

How can | get that picture?

Where can | get that film?

Diversity Components

N\ N-gram uniqueness

U

‘where’, ‘can’, ‘film’, ‘I’ , ‘How’,

N
‘find that’, ‘that picture’, n
........ ﬁ xn_g}/‘am
n=1

{ ) { ’ { )
| get’, ‘canl’, ‘Where can |
’ ’ xeX

D;(X) = Rewards unique n-grams

———— o — — — — — — — — — — — — — — — — — —— — ——————— —— —

I
| Where ----- can | find --- that picture !

| T How can | ---- get that picturej

D, (X) — Rewards Structural Coverage



Diversity Components

Diversity Components

U

‘where’, ‘can’, ‘film’, ‘I’ , ‘How’,
‘find that’, ‘that picture’,

‘I get’, ‘can!’, ‘Where can I’

D;(X) = Rewards unique n-grams

———— o — — — — — — — — — — — — — — — — — —— — — — —— ——— —— —

I
----- can | find --- that picture !

------- How can | -=---- get that picturej

Dy(X) = Rewards Structural Coverage

How can | get that picture?

Where can | get that film?

N-gram uniqueness

N

n
28" U gram
n=1

xeX

Structural Coverage

2 2 AGx)

xeVY xeX
EditDistance(x;, x)

EARSET

R x) =1 —

18



Diversity Components

/ N\

‘Where’, ‘can’, ‘film’, ‘I’, ‘How’,
‘find that’, ‘that picture’,

‘I get’, ‘can!l’, ‘Where can I

D;(X) = Rewards unique n-grams

| Where ----- can | find --- that picturei

| sm===e- How can | ---- get that picture:

Dy (X) = Rewards Structural Coverage

EQ(X, S)

“Where can | get that movie?”

‘Where’ ‘can’ A

ENCODER

argmaz xywF

(X)

DECODER

19



Diversity Components

/ N\

’

‘Where’, ‘can’, ‘film’, ‘I’, ‘How’,
‘find that’, ‘that picture’,

‘I get’, ‘can!l’, ‘Where can I

D;(X) = Rewards unique n-grams

Synonym (similar embeddings)

EQ(X, S)

| Where ----- can | find --- that picturei

| sm===e- How can | ---- get that picture:

Dy (X) = Rewards Structural Coverage

argmax x -y F (X)
A
“Where can | get that movie?” . V|(t) ).\é*
A |
0o e e e e e
/ / / \ / \ : \ \ ’ N : N
| B B ' | ' ] tky Bl ‘ | e
B2 () B ' | ' 22 L [k ' | B
N @ @ @ é@ ‘II ‘| ! ‘| ‘I
" > @ @ e T aTe e e
@ @ e o 00 e @,
Faae (2R B [ | [ 232 ekl L) ' | b
@ @ @ @ o L J ’ ® @
e e e A e A e e T e o e e
T T | T
‘Where’ ‘can’ ‘I <eos> <s0s>
ENCODER DECODER

19



Fidelity Components

Fidelity Components

/- N\

V; 3k Candidate Subsequences ! Source Sentence

Where can| find that film?

Where can | get thatimovie?

EQ(X, S)

|
|
|
|
|
: Synonym (similar embeddings)
|
|
|

20



Fidelity Components

Fidelity Components

/- N\

Lexical Similarity

Source Sentence

N
. " xn- N Sn-
Where can | find that ;film?? Z Z p" | Nn-gram n gram|

xeX n=1

Where can | get that imovie:

How can | get that picture?

Synonym (similar embeddings)

LQ(X, S)

Where can | get that film?

20



Fidelity Components

Fidelity Components

/- N\

____________________________

Lexical Similarity

Source Sentence

N
Y. 2. #"lxn-gram N sn-gram|

xeX n=1

Where can | find that ifilm? Where can | get that movie?

How can | get that picture?

Synonym (similar embeddings)

Where can | get that film?

Embedding based Similarity

\/ Z S(x, s)
xeX

1
S(x,s) = m 2 max,, «, l//(Vwia ij)

W,EX

20



DIPS Objective

Diversity Components Fidelity Components

/ N\ /- N\

‘where’, ‘can’, ‘film’, ‘1’, ‘How’,
‘find that’, ‘that picture’,

‘I get’, ‘canl’, ‘Where can I

Where can| find that ifilm?

D;(X) = Rewards unique n-grams

Synonym (similar embeddings)

EQ(X, S)

T
(@)
<
Q)
Q
>
(0]
* (D
~t
~t
o0
Q)
~t
S,
e
~t
C
=
D
/

| Where =----- can | find --- that picturei

| s=====- How can | ---- get that picture:

D5(X) = Rewards Structural Coverage

21



DIPS Objective

argmax, F(X)

CV, X=|k|

FX) = A D1(X) + oDy (X)) + (1 = D)@, Li(X, 5) + 1,L5(X, 5))

Diversity Components Fidelity Components

/ N\ /- N\

7

‘where’, ‘can’, ‘film’, ‘I’ , ‘How’,
‘find that’, ‘that picture’,

V(t): 3k Candidate Subsequences | Source Sentence

lﬁl(X, S)
Where can| find that ifilm? :

‘I get’, ‘canl’, ‘Where can I

D;(X) = Rewards unique n-grams

T
(@)
<
Q)
Q
>
(0]
* (D
~t
~t
o0
Q)
~t
S,
e
~t
C
=
D
/

EQ(X, S)

|
|
|
|
: Synonym (similar embeddings)
|
|
|

| Where =----- can | find --- that picturei

| s=====- How can | ---- get that picture:

D5(X) = Rewards Structural Coverage

21



DIPS Objective

argmax, ., _ le(X )
F(X) = JuD{(X) + u,D,( XD + (1 = D) L;(X,s) + v,L,(X, 5))
Diversity IComponents Fidelity Cqmponents

/ N\ /- N\

7

‘where’, ‘can’, ‘film’, ‘I’ , ‘How’,
‘find that’, ‘that picture’,

‘I get’, ‘canl’, ‘Where can I

| i
. Where can| find that film? : ________________
' . |
D;(X) = Rewards unique n-grams i How can | get that pICtureN\ /
| |
| |
| |
| |

EQ(X, 8)

| Where =----- can | find --- that picturei

| s=====- How can | ---- get that picture:

D5(X) = Rewards Structural Coverage

21



DIPS Objective

argmax, ., _ le(X )
F(X) = JpuDi(X) + u, D, (X)) + (1 — v L(X, s) + v, L5(X, 5)
Diversity IComponents Fidelity Cqmponents

/ N\ /- N\

7

‘where’, ‘can’, ‘film’, ‘I’ , ‘How’,
‘find that’, ‘that picture’,

‘I get’, ‘canl’, ‘Where can I

| i
. Wherecan| find thatfilm? : ________________
! : |
D;(X) = Rewards unique n-grams i How can | get that plctureN\ /
| |
| I
| I
| |

EQ(X, 8)

| Where =----- can | find --- that picturei

| s=====- How can | ---- get that picture:

D5(X) = Rewards Structural Coverage

21



Experimental Setup

Datasets

Y4

Evaluation




Experimental Setup

Datasets

1. Quora Question Pairs
2. Twitter URL

3. Yahoo-L31

4. Snips

Evaluation

22




Experimental Setup

Datasets

1. Quora Question Pairs
2. Twitter URL

3. Yahoo-L31

4. Snips

Evaluation

F|de||ty BLEU, METEOR, TERplus

22




Experimental Setup

N
Datasets Evaluation
Fidelity BLEU, METEOR, TERplus
1. Quora Question Pairs
2. Twitter URL
3. Yahoo-L31 Diversity n-distinct score
4. Snips
Y

22




Experimental Setup

N
Datasets Evaluation
Fidelity  BLEU, METEOR, TERplus
1. Quora Question Pairs
2. Twitter URL
3. Yahoo-L31 Diversity n-distinct score
4. Snips
Data Augmentation  Accuracy
J

22




Fidelity & Diversity

(Quora Dataset)



36

33

30

27

Fidelity & Diversity

(Quora Dataset)
B BLEU (Fidelity)

Emia_1

SBS DBS VAE-SVG DPP SSR DiPS (Ours)

23



36

33

30

27

66
57
48
39
30

Fidelity & Diversity

(Quora Dataset)

B BLEU (Fidelity)

SBS

DBS

VAE-SVG DPP

B 4-Distinct (Diversity)

SSR

DiPS (Ours)

SBS

DBS

VAE-SVG DPP
Models

SSR

DiPS (Ours)

23



Fidelity & Diversity

(Quora Dataset)

___compromisingonfidelity . |

23



Accuracy

/6

~
W

~
o

67

Data Augmentation
Paraphrase Detection

Quora Dataset

No Aug

SBS

B LogReg M SiameselLSTM

DPP SSR
Models

DBS

DiPS (Ours)

24



Data Augmentation
Paraphrase Detection

[ DiPS data augmentation helps in paraphrase |

24



Accuracy

©
(00)

©
~l

©
(@)

©
&)

o)
~

©
w

Data Augmentation for
Intent Classification

Dataset : SNIPS

B LogReg

No. Aug SBS DBS

B LSTM

Syn. Rep Cont. Aug  DiPS (Ours)
Models

25



Data Augmentation for
Intent Classification

' Data augmentatlon usmg DIPS i |mproves mtent

~ classification _,

25



Accuracy

o
~l

(@)
(@)

()
&)

(@)
~

(@)
w

o
N

Data Augmentation for
Intent Classification

Dataset : Yahoo-L31

B LogReg

No Aug. SBS DBS

B LST™

Syn.Rep Cont. Aug. DIiPS (Ours)

Models

20



Data Augmentation for
Intent Classification

* Data augmentation using DiPS improves mtent W

_classification

20



Diversity in Paraphrase
Generation: Summary



Diversity in Paraphrase
Generation: Summary

Problem

Diversity in
Paraphrases

Without
compromising
on fidelity

27



Diversity in Paraphrase
Generation: Summary

Problem || Method

Diversity in DlPS

Paraphrases

Without
compromising
on fidelity

Sub-modular
optimisation




Diversity in Paraphrase
Generation: Summary

Problem

Diversity in
Paraphrases

Without
compromising
on fidelity

h @

Method

DiPS

Sub-modular
optimisation

2

Take-Aways

Seg2Seq + Diversity

Data Augmentation
Using Paraphrasing

N\

J

27



Syntacticality

In
Paraphrase Generation




Motivation for
Syntax-Guided Paraphrasing

S1 : Because it is raining today, you should carry an umbrella

S2 : You should carry an umbrella today, because it is raining

Preference

29



Motivation for
Syntax-Guided Paraphrasing

S1 : Because it is raining today, you should carry an umbrella

S2 : You should carry an umbrella today, because it is raining

82

29



Motivation for
Syntax-Guided Paraphrasing

S1 : Because it is raining today, you should carry an umbrella

S2 : You should carry an umbrella today, because it is raining

S1

82

29



Motivation for
Syntax-Guided Paraphrasing

| Task : Syntax-guided Paraphrasing]

29



Syntactic Paraphrase

Generation

30



Syntactic Paraphrase
Generation

SOURCE what are pure substances ? what are some examples ?

30



Syntactic Paraphrase

SOURCE

EXEMPLAR

Generation

what are pure substances ? what are some examples ?

what are the characteristics of the elizabethan theatre ?

30



Syntactic Paraphrase
Generation

Constraining paraphrases to conform to a given |
| syntactic exemplar !

SOURCE what are pure substances ? what are some examples ?

EXEMPLAR what are the characteristics of the elizabethan theatre ?

PARAPHRASE what are some examples of pure substances ?

30



Syntactic Paraphrase
Generation

SOURCE what are pure substances ? what are some examples ?

EXEMPLAR what are the characteristics of the elizabethan theatre ?

PARAPHRASE what are some examples of pure substances ?

Fidelity

(Meaning preserving)

30



Syntactic Paraphrase
Generation

SOURCE what are pure substances ? what are some examples ?

EXEMPLAR what are the characteristics of the elizabethan theatre ?

PARAPHRASE what are some examples of pure substances ?

Fidelity Syntacticality

(Meaning preserving) (Adherence to exemplar syntax)

30



Constituency-based parse
tree syntactic information

EXEMPLAR what is the best language for web development ?

31



Constituency-based parse
tree syntactic information

EXEMPLAR

what is the best language for web development ?

ROOT

SBARQ
WHNP SO <DOT>

[P
I

NP PP

DT JJS NN IN NP

N

NN NN

What is the best language for web development °?




Utilisation of Syntactic
Information



Utilisation of Syntactic
Information

SOURCE what are some of the mobile apps you can’t live without
and why ?

32



Utilisation of Syntactic

EXEMPLAR

SOURCE

Information

what are some of the mobile apps you can’t live without
and why ?

what is the best language for web development ?

32



Utilisation of Syntactic

SOURCE what are some of the mobile apps you can’t live without
and why ?
EXEMPLAR what is the best language for web development ?

SYNTACTICAL SIGNAL | SINGLE-PASS | GRANULARITY



Utilisation of Syntactic
Information

what are some of the mobile apps you can’t live without
and why ?

SOURCE

EXEMPLAR what is the best language for web development ?

SYNTACTICAL SIGNAL | SINGLE-PASS | GRANULARITY

SCPN* Linearized Tree

* Adversarial Example Generation with Syntactically Controlled Paraphrase Networks, lyyer et. al. 2018

32



Utilisation of Syntactic
Information

what are some of the mobile apps you can’t live without
and why ?

SOURCE

EXEMPLAR what is the best language for web development ?

SYNTACTICAL SIGNAL | SINGLE-PASS | GRANULARITY

SCPN* Linearized Tree x

* Adversarial Example Generation with Syntactically Controlled Paraphrase Networks, lyyer et. al. 2018

32



Utilisation of Syntactic
Information

what are some of the mobile apps you can’t live without
and why ?

SOURCE

EXEMPLAR what is the best language for web development ?

SYNTACTICAL SIGNAL | SINGLE-PASS | GRANULARITY
SCPN* Linearized Tree x J

* Adversarial Example Generation with Syntactically Controlled Paraphrase Networks, lyyer et. al. 2018

32



Utilisation of Syntactic
Information

what are some of the mobile apps you can’t live without
and why ?

SOURCE

EXEMPLAR what is the best language for web development ?

SYNTACTICAL SIGNAL | SINGLE-PASS | GRANULARITY

SCPN* Linearized Tree x J

olclo) [ POS Tags (During Training)

* Adversarial Example Generation with Syntactically Controlled Paraphrase Networks, lyyer et. al. 2018

** Controllable Paraphrase Generation with a Syntactic Exemplar, Chen et. al. 2019

32




Utilisation of Syntactic
Information

what are some of the mobile apps you can’t live without
and why ?

SOURCE

EXEMPLAR what is the best language for web development ?

SYNTACTICAL SIGNAL | SINGLE-PASS | GRANULARITY

SCPN* Linearized Tree x J

olcld ) Wl POS Tags (During Training) /

* Adversarial Example Generation with Syntactically Controlled Paraphrase Networks, lyyer et. al. 2018

** Controllable Paraphrase Generation with a Syntactic Exemplar, Chen et. al. 2019

32




Utilisation of Syntactic
Information

what are some of the mobile apps you can’t live without
and why ?

SOURCE

EXEMPLAR what is the best language for web development ?

SYNTACTICAL SIGNAL | SINGLE-PASS | GRANULARITY

SCPN* Linearized Tree x J

olc] ) Wl POS Tags (During Training) / x

* Adversarial Example Generation with Syntactically Controlled Paraphrase Networks, lyyer et. al. 2018

** Controllable Paraphrase Generation with a Syntactic Exemplar, Chen et. al. 2019

32




Utilisation of Syntactic
Information

what are some of the mobile apps you can’t live without
and why ?

SOURCE

EXEMPLAR what is the best language for web development ?

SYNTACTICAL SIGNAL | SINGLE-PASS | GRANULARITY

SCPN* Linearized Tree x J

oc\= il POS Tags (During Training) v/ X

SGCP Constituency Parse Tree

* Adversarial Example Generation with Syntactically Controlled Paraphrase Networks, lyyer et. al. 2018

** Controllable Paraphrase Generation with a Syntactic Exemplar, Chen et. al. 2019 -



Utilisation of Syntactic
Information

what are some of the mobile apps you can’t live without
and why ?

SOURCE

EXEMPLAR what is the best language for web development ?

SYNTACTICAL SIGNAL | SINGLE-PASS | GRANULARITY

SCPN* Linearized Tree x J

oc\= il POS Tags (During Training) v/ X

slclol Bl Constituency Parse Tree \/

* Adversarial Example Generation with Syntactically Controlled Paraphrase Networks, lyyer et. al. 2018

** Controllable Paraphrase Generation with a Syntactic Exemplar, Chen et. al. 2019 -



Utilisation of Syntactic
Information

what are some of the mobile apps you can’t live without
and why ?

SOURCE

EXEMPLAR what is the best language for web development ?

SYNTACTICAL SIGNAL | SINGLE-PASS | GRANULARITY

SCPN* Linearized Tree x J

olc] ) Wl POS Tags (During Training) / x

slclol Bl Constituency Parse Tree \/ /

* Adversarial Example Generation with Syntactically Controlled Paraphrase Networks, lyyer et. al. 2018

** Controllable Paraphrase Generation with a Syntactic Exemplar, Chen et. al. 2019 -



Qualitative Results based
on Syntactic Signals

what are some of the mobile apps you can’t live without
and why ?

SOURCE

EXEMPLAR what is the best language for web development ?

33



Qualitative Results based
on Syntactic Signals

what are some of the mobile apps you can’t live without

SOURCE 1) i
EXEMPLAR what is the best language for web development ?
SCPN* what are the best ways to lose weight ?

* Adversarial Example Generation with Syntactically Controlled Paraphrase Networks, lyyer et. al. 2018

33



Qualitative Results based
on Syntactic Signals

what are some of the mobile apps you can’t live without

SOURCE and why ?
EXEMPLAR what is the best language for web development ?
SCPN* what are the best ways to lose weight ?
CGEN** which is the best mobile app you can’t ?

* Adversarial Example Generation with Syntactically Controlled Paraphrase Networks, lyyer et. al. 2018

** Controllable Paraphrase Generation with a Syntactic Exemplar, Chen et. al. 2019

33



Qualitative Results based
on Syntactic Signals

what are some of the mobile apps you can’t live without

SOURCE and why ?
EXEMPLAR what is the best language for web development ?
SCPN* what are the best ways to lose weight ?
CGEN** which is the best mobile app you can’t ?

Scfod A(0JIII)M  which is the best app you can’t live without and why ?

* Adversarial Example Generation with Syntactically Controlled Paraphrase Networks, lyyer et. al. 2018

** Controllable Paraphrase Generation with a Syntactic Exemplar, Chen et. al. 2019
33



SGCP: Syntax Guided Controlled Paraphraser

(1) SENTENCE ENCODER  EXEMPLAR SENTENCE (2) SYNTACTIC ENCODER Similar Syntax
- : PARSE TREE OF SBARQ [ PARSE TREE OF  <garo
=== is L@ SBAR
how (@ @:.— it EXEMPUGR SENTENCE i GENERATED PARAPHRASE .~ ?
~ - = 1 H=4 ’,”’ \\\
,,I 3 . safe i a7 T a
close @ @-—n to SQ @& #®&: <DOT> : Q <o
t_ - CONSTITUENCY L e
v aCCess MoRser 4--)5 2 T
are . — the e, TR oy ¥ Tt~
;Q_ Q/ VBZ :@@: NP :©@ ADIP ‘22 | Bz NP ADJP
it d deep Ve /\ : . A
“ iy AY 1 7 7 Phe - S ~
we (g @/l— web PRP i@ &  yam omeme i x’ & ~a
P e PRRERE * ADJP #é&: S @ &: : PRP ADJP 5
Y | ! Vol S
Y
A2 e he > y
a @8- LX) > > [ s
11 < < :
I, "
real ‘@_ Q"_ r VI?Z 1T PBP 1 o A?JP 1 r ?
11 <S0S> is it  possible  to make a
. y ~ \
o @@ SO O S
1 v 2 @ (@ @ @ @ @
PN @) @) @) @) @) @ @)
man ;@ @, (@ (@) (@ (@) (@) (@ )
=71 @ @) @) i@ @) @) @
L I @ ‘@ (@) (@) @) @) )
I/ W\
? \Q_ @,'— s is it possible  to make a real

(3) SYNTACTIC PARAPHRASE DECODER

34



SGCP: Syntax Guided Controlled Paraphraser

: PARSE TREE OF SBARQ [ PARSE TREE OF  <garo
Is EXEMPLAR SENTENCE L2g ’ | GENERATED PARAPHRASE >BARQ
it H — : H — - - - ~ ~ L <
Safe /\ i SQA”” \\\A
Bé: @& ! e
to CONSTITUENCY SQ @@ @@: <DOT> | P
access > - R
th PARSER 4__,! x/ \‘ §§§§§ R
J € VBZ @ &: NP @ @: ADJP 8&: E VBZ NP ADJP
eep / /\ i e < _- -7 N .
web D& : x’ o K
PRP i@ @: ADJP & S @& i PRP ADJP S
Ny l 1 |
tt v :_ __________________________________________
Sentence |ENEG_—_ hY > A
& > > Y i consTITUENCY
EnCOder === + I PARSER
- < I
VBZ PRP ADJP S
A A A A
I/ 1 I | I | 1 |
<S0S> is it possible  to make a
v 2) (& (2) (& (20 (@& (@
'@ ‘@) @) '@ @) '@ '@
(®) (@) (@) @ B! (@) (@)
‘&) '@ @) '@ &) ') ')
(@) {®) @ (@) @ @ (@
\@) ‘@) ‘@) ‘@) ') )Q% \@)
is it possible  to make a real iron

(3) SYNTACTIC PARAPHRASE DECODER

34



SGCP: Syntax Guided Controlled Paraphraser

imilar Syntax
| PARSE TREE OF BARQ
| GENERATED PARAPHRASE ~ _—~_
i H — ) _ _ _ - - ~ N - -
- a-" T~a
i SQ <DOT>
] 1 N~
1 7 S~
Syntactic Encoder PR N
-’: o g \‘ ~~~~~ .
1
i VBZ NP ADJP
1 > _~
: , 7’ - N S
1 -, -7 N
: X V's
! PRP ADJP S
i
1
L e
Sentence Rawo- > .
,,,,,,,, : > > Y ! consTITUENCY
EnCOder """ v I PARSER
VBZ PRP ADJP S
I/ A 1 | A | I | A 1 | A ‘ 1
<S0S> is it possible  to make a real
é é é é é é (@) é
Y @) @ @i @) @i o) %) @
o |® |® |& |& |@ |@ e
'@ @ @ @ @ @ & @
{©) @) {®) (®) {®) {0} {®) (@)
9 )QI) )QI) aﬁ? @ )Ql) )Ql) @
is it possible  to make a real iron

(3) SYNTACTIC PARAPHRASE DECODER

34



SGCP: Syntax Guided Controlled Paraphraser

| PARSE TREE OF
| GENERATED PARAPHRASE
! H = 4

Syntactic Encoder

Sentence
Encoder

Decoder




SGCP: Syntax Guided Controlled Paraphraser

Syntactic Encoder Syntax Comparison

Sentence
Encoder

Decoder




SGCP: Syntax Guided Controlled Paraphraser

(1) SENTENCE ENCODER  EXEMPLAR SENTENCE (2) SYNTACTIC ENCODER Similar Syntax
- : PARSE TREE OF SBARQ [ PARSE TREE OF  <garo
=== is L@ SBAR
how (@ @:.— it EXEMPUGR SENTENCE i GENERATED PARAPHRASE .~ ?
~ - = 1 H=4 ’,”’ \\\
,,I 3 . safe i a7 T a
close @ @-—n to SQ @& #®&: <DOT> : Q <o
t_ - CONSTITUENCY L e
v aCCess MoRser 4--)5 2 T
are . — the e, TR oy ¥ Tt~
;Q_ Q/ VBZ :@@: NP :©@ ADIP ‘22 | Bz NP ADJP
it d deep Ve /\ : . A
“ iy AY 1 7 7 Phe - S ~
we (g @/l— web PRP i@ &  yam omeme i x’ & ~a
P e PRRERE * ADJP #é&: S @ &: : PRP ADJP 5
Y | ! Vol S
Y
A2 e he > y
a @8- LX) > > [ s
11 < < :
I, "
real ‘@_ Q"_ r VI?Z 1T PBP 1 o A?JP 1 r ?
11 <S0S> is it  possible  to make a
. y ~ \
o @@ SO O S
1 v 2 @ (@ @ @ @ @
PN @) @) @) @) @) @ @)
man ;@ @, (@ (@) (@ (@) (@) (@ )
=71 @ @) @) i@ @) @) @
L I @ ‘@ (@) (@) @) @) )
I/ W\
? \Q_ @,'— s is it possible  to make a real

(3) SYNTACTIC PARAPHRASE DECODER

35



SGCP: Syntax Guided Controlled Paraphraser

EXEMPLAR SENTENCE (2) SYNTACTIC ENCODER Similar Syntax
: PARSE TREE OF SBARQ & [ PARSE TREE OF  <gamo
is ®e: SBAR
how N EXEMPLAR SENTENCE | GENERATED PARAPHRASE - o
= : H = _ - -~ - s S ~
| safe i a7 T~a
close B e : sQ <DOT>
to CONSTITUENCY Nees RE <bOT> i 2N
- . access i > ‘_‘_’E s T
are ! —H—1 8| the TR Lk X BN
‘;G - Q’ . i VBZ i@2@: NP :@ @ ADJP 22 i VBZ NP ADJP
13 || deep Ve s | - L
1 7 o N
we (g @/l— web PRP i@ &  yam omeme i x° g 4
1 I "~ ADJP @@ S @ &: ] PRP ADJP S
s - \ 1
X l ! N
i1 \ hY A
’@_é\ r Y > i > > Y ! constrmuency
a —— b I
N , v I PARSER
14 < < !
AY
edl @@ m o :
N - i f K 1 f K LI | . 1 r
11 <SOS> is it  possible  to make a
. - ~.
o @@ | - IO O G
,f:[\ Y @; 5'@\5 E@} 5'@‘;’ i'g} 51@‘;’ 5@;’
' =2 b 2 g =z =2 =2
man @ @, == o |® |& |® |8 |® |8
1 &) '@ '@ ) '@ '@ @)
: I A (@ (@) (@ (@) (@) (@ (@
H 1 1 I
I/ T >
? \@ &, "™ is it  possible to make a real
(3) SYNTACTIC PARAPHRASE DECODER

35



SGCP : Sentence Encoder

(1) SENTENCE ENCODER

36



Sentence Encoder

SGCP

(1) SENTENCE ENCODER

hX

7 N 7 N 7 N 7 N 7 N 7 N 7 N 7 N 7 N 7 N Ve N\
I \ I \ ] \ I \ I \ [ \ I \ I \ I \ I \ ] \
L Jad Jod Jad Jad Jod Jad Jod Jud Jod tod )
| | [ [ | [ [ [ [ [ (I 1
- 0-0-0-9-0-6-0-0-9®
\ 7 \ 7 \ 7 \ 7 \ 7 \ 7 \ / \ / \ / \ / \ /
~ - ~ - ~ - ~ - ~ - ~ - ~ - ~ - ~ - ~ - ~ -

how
close
are
real
iron
man
suit
p)

W
2 S S

36



Sentence Encoder

SGCP

(1) SENTENCE ENCODER

S; (from Decoder)

A

s L L1 ]

7
' I \ [ \ I
l@ O ®— @.J@.l@
| 1 |
S0 -0-0-0 -0~ 8-
\ / \ 7 \ 7 \ 7 \ / \ 7 \ / \
~ - ~ - ~ - ~ - ~ - ~ - ~ - ~ -

2
Q
<

L
0V
o
-~
Q

are

we

to

P e
=

[ ]

real

iron

@008
B 00—

)

man
suit

36



SGCP

(1) SENTENCE ENCODER

how

close

are

we

to

real

iron

man

suit

—————

\
] |
] I
)

-~
N 7/

/
\

11
l||l

/
\

-~ -~

@ —~ @
1 |

@@
1

\N_7 \N_7

\

] I
I | 1
1

-~
@
1
@@
7/

/
N

-~

/ \
|

\

A 7/

\
—pl
1 |
1 1
1

-~
4
— @
| |
— @
]
\N_7

\
\

-~
N 4

/
\

-~
&
1 |
1
@
\N_7

l

/
\

-~

\ / \

— @

] | 1 |

I | 1 |

@ -
\N_7

-~
{
\ 7/
‘ l

1
1
1
\

: Sentence Encoder

S; (from Decoder)




SGCP : Sentence Encoder

(1) SENTENCE ENCODER

..... hX

1T X _ X
close | :@_ @:'—Pl h I G R U (h i—1° € (x l))
are : . ¥
we € = VTtanh(Whhi T WSSI + battn)
to ‘I a' = softmax(e’)
a @@ —= 8@
real
| c, = Z o) th
Iron l
suit

S; (from Decoder)




SGCP: Syntax Guided Controlled Paraphraser

(1) SENTENCE ENCODER  EXEMPLAR SENTENCE (2) SYNTACTIC ENCODER Similar Syntax
- : PARSE TREE OF SBARQ [ PARSE TREE OF  <garo
=== is L@ SBAR
how (@ @:.— it EXEMPUGR SENTENCE i GENERATED PARAPHRASE .~ ?
~ - = 1 H=4 ’,”’ \\\
,,I 3 . safe i a7 T a
close @ @-—n to SQ @& #®&: <DOT> : Q <o
t_ - CONSTITUENCY L e
v aCCess MoRser 4--)5 2 T
are . — the e, TR oy ¥ Tt~
;Q_ Q/ VBZ :@@: NP :©@ ADIP ‘22 | Bz NP ADJP
it d deep Ve /\ : . A
“ iy AY 1 7 7 Phe - S ~
we (g @/l— web PRP i@ &  yam omeme i x’ & ~a
P e PRRERE * ADJP #é&: S @ &: : PRP ADJP 5
Y | ! Vol S
Y
A2 e he > y
a @8- LX) > > [ s
11 < < :
I, "
real ‘@_ Q"_ r VI?Z 1T PBP 1 o A?JP 1 r ?
11 <S0S> is it  possible  to make a
. y ~ \
o @@ SO O S
1 v 2 @ (@ @ @ @ @
PN @) @) @) @) @) @ @)
man ;@ @, (@ (@) (@ (@) (@) (@ )
=71 @ @) @) i@ @) @) @
L I @ ‘@ (@) (@) @) @) )
I/ W\
? \Q_ @,'— s is it possible  to make a real

(3) SYNTACTIC PARAPHRASE DECODER

37



SGCP: Syntax Guided Controlled Paraphraser

XEMPLAR SENTENCE (2) SYNTACTIC ENCODER Sitilar Syntax

N : PARSE TREE OF SBARQ & | PARSE TREE OF <mmen
o—=== is L@ SBAR
how (@ @:,_ N EXEMPLﬁR=SENTENCE i GENERALED PARAPHRASE /,A?\
[ 1 = _-" - S <
,,I——L\ safe i a7 T~a
.................. . 1
close @ @ to SQ G @@ <00T> | | sQ <DOT>
t_ I CONSTITUENCY i e
Ao access ————-— . - R
are | — the TR o ox7 X TT-a
Q-Q’ VBZ i@ @: NP :©@ ADJP ‘2.2 i VBZ NP ADJP
t 1 deep : b o~
I’ \ 1 ,/ ”/ S
we ‘@ @,'_ oy e N prpwmE: Y . x i x’ «” R
£l vl 0 )T ArRE i PRP ADIP S
s - \ 1
Y ) l e R
11 - ]
a . = > 1 CONSTITUENCY
‘@_Q' v I PARSER
i < < :
7w\
real @ @ L L . :
t 1 <SOS> is it  possible  to make a
. y \
_— O O
=1 :';@‘: :' @‘: } @\’ ! @‘: :'g‘: :' @‘: (@)
- —— 1 , 1 , 1 , 1 , 1 , 1 , 1 ,
/ \ A \NE & \~: \:: \:: \::
man @ @ o |® |® |& |® |® |&
(! @) @) @) @) @) @ 8
, D ) (@) (@ (@) (@ @ (@
——> il i i i i i
7
7 @_ @)—4’{ s, is it  possible  to make a real
< (3) SYNTACTIC PARAPHRASE DECODER

37



SGCP: Syntactic Encoder

. PARSE TREE OF SBARO 3
IS EXEMPLAR SENTENCE Q 2%
it H =
safe
B i

to CONSTITUENCY SQee: 0000 29 <DOT>
access >

b PARSER /N ......
; € VBZ @&: NP ©@: ADJP @&

eep
web /@ . /\

? PRP e o ADJP @@ S @@.

Y l Y Y Y Y
VhVBZ hPRP l hADJP th h<DOT>




SGCP: Syntactic Encoder

EXEMPLAR SENTENCE (2) SYNTACTIC ENCODER
) PARSE TREE OF SBARO
IS EXEMPLAR SENTENCE Qi@
it H=4
safe
- -

to CONSTITUENCY sQee: 2@ <DOT>
access -

P PARSER /N ......
fj‘" VBZ B NP @ ADIP B

eep
web ‘/@@ — O\

? PRP OS-rA- A - ADJP :j@@ S ::.3@::

Y l Y Y Y Y
Vh VBZ hPRP l hADJP th h<DOT>

= GeLU(W, pa(v) + We(y,) + b,)

Y
= [hVBZ’ PRP’ hADJP’ h ’h<DOT>]



SGCP: Syntactic Encoder

EXEMPLAR SENTENCE

(2) SYNTACTIC ENCODER

. PARSE TREE OF SBARQ & &:
IS EXEMPLAR SENTENCE Q22 ’
it H =4
safe
Y i® &
to CONSTITUENCY SQee: 2@ <DOT>
access -»>
b PARSER /N
; € VBZ ©@: NP @@: ADJP & &:
eep
web ‘/@ 5 /\
? PRP ‘2 @ ADJP @@ S @@
Y l Y Y Y .Y
vhygs hprp l Ripsp lhs hoyors

h! = GeLU(WpahpZ(v) + We(y,) + b,)

L, =|[h

Y Y Y Y 1Y
VBZ: hPRP’ hADJP’ h ? h<DOT>]

38



SGCP: Syntactic Encoder

. PARSE TREE OF SBARO 3
IS EXEMPLAR SENTENCE Q 2%
it H =
safe
B i

to CONSTITUENCY SQee: 000000 2@ <DOT>
access >

b PARSER /N ......
; € VBZ {©@: NP {@@: ADIP 2@

eep
web /@ . /\

? PRP e o ADJP @@ S @@.

Y l Y Y Y Y
VhVBZ hPRP l hADJP th h<DOT>

h! = GeLU(WpahpZ(v) + We(y,) + b,)

Y _ Y Y Y Y 1Y
[LH R [hVBZ‘ hPRP’ hADJP’ h ? h<DOT>]




SGCP: Syntactic Encoder

=T AR, SENENEE (2) SYNTACTIC ENCODER
. PARSE TREE OF SBARQ :&:
5 EXEMPLAR SENTENCE Q2%
it H =
safe
to SQ @@: @ @: <DOT>
CONSTITUENCY

access > m

h PARSER | & A T
; € VBZ ©@: NP @&: ADJP ‘@2

eep
web ‘/@@ /\

? PRP e o ADJP @@ S @@.

Y l Y Y Y Y
vhygz  Vhpgp l hapsp lhs h ors

h! = GeLU(WpahpZ(v) + We(y,) + b,)

Y _ Y Y Y Y 1Y
[LH R [hVBZ‘ hPRP’ hADJP’ h ? h<DOT>]




SGCP: Syntactic Encoder

=T AR, SENENEE (2) SYNTACTIC ENCODER
. PARSE TREE OF SBARQ :&:
5 EXEMPLAR SENTENCE Q2%
it H =
safe
to SQ @@: @ @: <DOT>
CONSTITUENCY

access > m

h PARSER | & A T
; € VBZ ©@: NP @&: ADJP ‘@2

eep
web ‘/@@ /\

? PRP e o ADJP @@ S @@.

Y l Y Y Y Y
vhygz  Yhpgp l hapsp lhs h ors

h! = GeLU(WpahpZ(v) + We(y,) + b,)

Y _ Y Y Y Y 1Y
[LH R [hVBZ‘ hPRP’ hADJP’ h ? h<DOT>]




SGCP: Syntactic Encoder

EXEMPLAR SENTENCE (2) SYNTACTIC ENCODER
) PARSE TREE OF SBARO
IS EXEMPLAR SENTENCE Qi@
it H=4
safe
- -

to CONSTITUENCY sQee: 2@ <DOT>
access -

P PARSER /N ......
fj‘" VBZ B NP @ ADIP B

eep
web ‘/@@ — O\

? PRP OS-rA- A - ADJP :j@@ S ::.3@::

Y l Y Y Y Y
Vh VBZ hPRP l hADJP th h<DOT>

= GeLU(W, pa(v) + We(y,) + b,)

Y
= [hVBZ’ PRP’ hADJP’ h ’h<DOT>]



SGCP: Syntactic Encoder

EXEMPLAR SENTENCE (2) SYNTACTIC ENCODER

. PARSE TREE OF SBARQ &
IS EXEMPLAR SENTENCE Qi@
it H=4
safe

- -
to CONSTITUENCY Q@e 22 <DOT>
access ->
P PARSER /N ......
fj‘" VBZ B NP @ ADIP B
eep
web ‘/@@ — O\
? PRP 22 ApIp & S B

Y l Y Y Y Y
'h VBZ hPRP l hADJP th h<DOT>

= GeLU(W, pa(v) + We(y,) + b,)

o [hVBZ’ PRP> ADJP’. h<DOT>



SGCP: Syntactic Encoder

EXEMPLAR SENTENCE (2) SYNTACTIC ENCODER
. PARSE TREE OF SBARQ &
IS EXEMPLAR SENTENCE Qi@
it H =
safe
- -
to CONSTITUENCY sQee: 2@ <DOT>
access ->
P PARSER /N ......
the VBZ @& NP @& ADIP B
deep /
web i /\
? PRP 22 ApIp & S B
Y l Y Y Y Y
'h VBZ hPRP l hADJP th h<DOT>
= GeLU(W, pa(v) + We(y,) + b,)

o [hVBZ’ PRP> ADJP’. h<DOT>



SGCP: Syntactic Encoder

EXEMPLAR SENTENCE (2) SYNTACTIC ENCODER
. PARSE TREE OF SBARO &
5 EXEMPLAR SENTENCE Q e
it H =
safe
. -
to CONSTITUENCY SQ °@®; ........ <DOT>
access ->
’ PARSER /N
the VBZ &&: NP @@: ADJP {@.@:
deep /
web i /\
? PRP O v ADJP :@@ S :;@@:.
Y l Y Y Y .Y
vhygy  vhpgp l Ripsp lhs hyor
= GeLU(W, pa(v) + We(y,) + b,)

o [hVBZ’ PRP> ADJP’. h<DOT>



SGCP: Syntactic Encoder

EXEMPLAR SENTENCE (2) SYNTACTIC ENCODER
. PARSE TREE OF SBARO &
IS EXEMPLAR SENTENCE .
it H =
safe
. -
to CONSTITUENCY SQ °@®; ........ <DOT>
access ->
’ PARSER /N
the VBZ #@: NP @@: ADJP {@.@:
deep /
web B &: /\
? PRP woLE v ADJP :@@ S :;@@:.
Y l Y Y Y .Y
vhygz  vhpgp l hapip lhs h ors
= GeLU(W, pa(v) + We(y,) + b,)

o [hVBZ’ PRP> ADJP’. h<DOT>



SGCP: Syntactic Encoder

EXEMPLAR SENTENCE (2) SYNTACTIC ENCODER
. PARSE TREE OF SBARO &
IS EXEMPLAR SENTENCE .
it H =
safe
. -
to CONSTITUENCY SQ °@®; ........ <DOT>
access ->
’ PARSER /N
the VBZ #@: NP @@: ADJP {@.@:
deep /
? PRP O X o ADJP @@ S @@
Y l Y Y i y
vhygz  vhpgp l hapip lh hpors
= GeLU(W, pa(v) + We(y,) + b,)

o [hVBZ’ PRP> ADJP’. h<DOT>



Syntactic Tree to Syntactic Signalling
Vector (Only during Training)
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NP PP

_____/x ______ 7\_._.___._-—-—;' H=4,'a=(191a19@99319@s@a1)

i DT JJS NN IN NP

/\ . H=5;a =(1,1,1,1,1,1,1,0,1)

What is the best language for web development °?
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SGCP: Pecoder
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SGCP: Pecoder
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SGCP Objective

T
L =— % g [log P(z*) + a,log(p,) + (1 — aplog(l — p,)]

a,: Signalling vector, p;: Transition probability,
T - Generation Time-step, Z;: Ground Truth token

42
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Dataset Statistics

Triples (Sentence, Exemplar, Reference)

ParaNMT-small 4.92.878 500 800

QQP-Pos 1,37,185 3000 3000

* During Training: Exemplar = Reference Paraphrase

43



Syntactic Granularity &

SGCP-Variations

SOURCE what are pure substances ? what are some examples ?

=243 ¥:\: 88 what are the characteristics of the elizabethan theatre ?

44



Syntactic Granularity &
SGCP-Variations

GRANULARITY
SOURCE what are pure substances ? what are some examples ?
23\ |LJW.\: 8 what are the characteristics of the elizabethan theatre ?
what are pure substances ?
what are some of pure substances ?
what are some examples of pure substances ?

what are some examples of a pure substance ?
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2. ParaNMT-small

Y4

Evaluation
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Experimental Setup

Datasets

1. Quora Question Pairs - Positives
2. ParaNMT-small

Evaluation

Fidelity = BLEU, METEOR, PDS(model)

Syntax Tree Edit Distance

45




Fidelity
QQP-Pos Dataset



SCPN
CGEN
SGCP-F
SGCP-R

Fidelity

QQP-Pos Dataset

15.6

34.9
36.7
38.0

10 16 29 28
BLEU Scores

34
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Fidelity
QQP-Pos Dataset

SCPN 15.6

CGEN 34.9
SGCP-F 36.7
SGCP-R 38.0
10 16 22 28 34
BLEU Scores
SCPN
CGEN 37.4
SGCP-F 39.8
SGCP-R 41.3
15 21 27 33 39

METEOR Scores
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SCPN
CGEN
SGCP-F
SGCP-R
5 8 11 14 17
BLEU Scores
SCPN 14.6
CGEN 24.8

SGCP-F 25.9
SGCP-R 217.2

12 16 20 24
METEOR Scores



Fidelity
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47



Fidelity : Paraphrase
Detection Score (PDS)



Fidelity : Paraphrase
Detection Score (PDS)

SCPN yse;
CGEN 65.4
SGCP-F 75.0
SGCP-R 87.7
20 34 48 62 /6

PDS : QQP-Pos

90

48



Fidelity : Paraphrase
Detection Score (PDS)

SCPN yse;

CGEN 65.4
SGCP-F 75.0
SGCP-R 87.7
20 48
PDS : QQP-Pos
SCPN gy
CGEN 70.2

SGCP-F
SGCP-R

/6.6
83.9

10

PDS : ParaNMT-small

40




Fidelity : Paraphrase
Detection Score (PDS)

‘ ngh Model based Semantlc Scores (wrt Source

_Sentence) 0]
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SCPN 9.1
CGEN 6./

SGCP-F 4.8

SGCP-R

6.8
4 6 8 10

Tree Edit Distance with Reference (Lower is better)
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Syntax Conformation
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SCPN
CGEN
SGCP-F
SGCP-R

4 6 8 10
Tree Edit Distance with Reference (Lower is better)

SCPN
CGEN
SGCP-F
SGCP-R

0 2 4 6 8 10
Tree Edit Distance with Exemplar (Lower is better) 49
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QQP-Pos Dataset

Syntactlc Conformatlon is hlgh when prowded W|th
” __full target syntacticsignal 4
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SCPN 6.2

CGEN 6./
SGCP-F 6.1
SGCP-R

8.7
4 6 8 10

Tree Edit Distance with Reference (Lower is better)
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SCPN
CGEN
SGCP-F
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4 6 8 10
Tree Edit Distance with Reference (Lower is better)

SCPN
CGEN
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Tree Edit Distance with Exemplar (Lower is better) 50



Syntax Conformation
ParaNMT-small Dataset

Syntactlc Conformation is hlgh when P"OV'ded with |
! B fuII target syntactlc S|gnal o ‘
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Syntactically Diverse
Exemplar Inputs

SOURCE : how do i develop my career in software ?

SYNTACTIC EXEMPLAR

how can i get a domain for free ?

SGCP-R GENERATIONS

how can | develop a career in
software ?

what is the best way to register a
company ?

what Is the best way to develop
career in software 7

what is chromosomal mutation ?
what are some examples “?

what is a good career ? what are
some of the ways to develop my
career in software ?
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Syntactically Diverse
Exemplar Inputs

SOURCE : how do i develop my career in software ?

SYNTACTIC EXEMPLAR

how can i get a domain for free ?

SGCP-R GENERATIONS

how can | develop a career in
software ?

what is the best way to register a
company ?

; what is chromosomal mutation 7

' what are some examples “?

p oS = oy - - ~ . b N
g o 7 0 v g s e By O
= >%/ L f

what Is the best way to develop
 career in software ?

‘what is a good career ? what are 1,

some of the ways to develop my
__career in software [
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Part 2: Consistency in
Paraphrase Detection

Addresses the gap in reducing inconsistency in left-to-right and right-to-left
Paraphrase detection research

Findings of ACL 2022

Findings ACL 2022: Striking a Balance: Alleviating Inconsistency in Pre-trained Models for Symmetric Classification Tasks
Kumar and Joshi 2022
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Symmetric Task: Paraphrase Detection

f Make Ccross- encoder classmer for symmetrlc tasks '

great agaln' itoraprovisional  §
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Technique

[Cross-encoder Models Only]

gh = s

Classic Technique

gce(y’j}) = - Zyilog)/}i

Proposal

L =L,V + LY, Iro1) + A D(prorl | Pror

px)

KL - log ——
(pllg) g,(p(X) og )

1 1
JS(pllg) = EKL(pI |m) + EKL(qI | m)
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Datasets

Symmetric Datasets

1. Quora Question Pairs
2. PAWS

3. MRPC

Non-Symmetric Datasets (2 stage fine-tune)
e Single Sentence

1. SST2
* Pairwise Non-Symmetric

2. QNLI

3. RTE

Evaluation

Prediction Consistency

l(leR:lRZL) £ 100

Score =
(# of L2R Samples)

Confidence Consistency

Mean Squared Error and Pearson Correlation

Classification Performance

Accuracy, F1
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Primary Quantitative Results

Prediction Consistency Confidence Score Consistency
= Fine-tuned BERT = BERT w/ KL = BERT w/ JS = Fine-tuned BERT = BERT w/ KL = BERT w/ JS
100 100
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98 98
97
96
96
95
94
94
92 93
92
90 91
PAWS MRPC PAWS MRPC

Results on other tasks can be found in the paper
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Qualitative Error Analysis

Additional Details Missing

"The caretaker, identified by church officials as Jorge Manzon, was
believed to be among the nine missing - some of them children’ } 11/13

mispredictions

fixed b
Y ‘The caretaker, identified by church officials as Jorge Monzon, was Y

believed to be among the missing, who are presumed dead'. T@T

Different Answers Expected

|s consciousness possible without self-awareness? 4/4
mispredictions
fixed by

®

Comprehensive Error Analysis and criteria available in the main paper

|s self-awareness possible without consciousness?

X
Y
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Consistency in Paraphrase
Detection: Summary

Problem

Inconsistent performance of

cross-encoder models on

Symmetric Classification
tasks

Order Dependent predictions
for “symmetric tasks”

Inconsistent Prediction Labels
Inconsistent Confidence Scores

J

Future Work:

Method

Additional
Consistency
Objective

Minimize f-
Divergence

r Take-Aways

Including task-specific
information other than cross-
entropy helps the cross-
encoder model

More consistent performance on
symmetric tasks

No impact on single
classification task

1. Experiment on anti-symmetric tasks
2. Incorporating the objective into learned metrics like BLEURT




Summary of the Thesis

Problems in
Paraphrasing

Examples

Technique

Key Takeaways

Diversity in
paraphrase
generation

Input (X):
- how do i increase body height 7

Output (Y):

- how could I increase my height 7

- what should I do to increase my height ?

- what are the fastest ways to increase my height ?7
- is there any proven method to increase height 7

Monotone submodular
function maximisation

DiPS model offers
high diversity without
compromising on

fidelity

Useful for data
augmentation

Syntacticality in
paraphrase
generation

Input

(X): What are pure substances ? What are some
examples ?

Exemplar sentence

(Z): What are the characteristics of the Elizabeth
theatre ?

Output
(Y): What are the examples of a pure substance ?

TreeLSTM-based
paraphrase generation

SGCP was the
state-of-the-art
syntax-guided
paraphrase generation
model [154]

Consistency in
paraphrase
detection

Input

X: a provision government or a revolutionary gov-
ernment has been declared several times by insur-
gent groups in philippines .

Y: a provision government or a revolutionary gov-
ernment has been declared several times in philip-
pines by insurgent groups .

Output
For (X, Y) as input: 1 (88.3)
For (Y, X) as input: 1 (87.9)

Minimise f-divergence
between L2R and R2L
label scores

Reduced inconsistency
in confidence scores
predicted by
pre-trained models
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Code Repositories

https://github.com/malllabiisc/DiPS

Transformer Version

https://github.com/GEM-benchmark/NL-Augmenter/

https://github.com/malllabiisc/SGCP

Transformer Version

https://github.com/pluslabnip/aesop

https://github.com/ashutoshml/alleviating-inconsistency
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Future Work

- Unsupervised Paraphrase Generation

- Text-Style Transfer

 Assessing strengths/weaknesses of models through paraphrases
- Domain Adaptation/Context Aware Paraphrasing

* Query reformulation

- Evaluation metrics for NLG models

- Towards better sentence representations

 Cross-lingual Applications

62



Inducing Constraints in Paraphrase
Generation and Consistency 1n
Paraphrase Detection

Diversity Components Fidelity Components
N (1) SENTENCE ENCODER  EXEMPLAR SENTENCE (2) SYNTACTIC ENCODER Similar Syntax
‘where, ‘can’, ‘fil’, ', *How’, is PARSE TREE OF SBARQ @@ PARSE TREE OF SBARQ
“find that’ , ‘that picture’, R, how it EXE""-aR Sg"TE"CE GENERATED PARAPHRASE BEy
........ 1 o N i i = H=4 T el
‘lget', ‘canl’, 'Where can I’ 2 Vi3kc — | LY X) _Source Sentence safe " oy,
] : P
i Where can| find th-at [film? <—-—>: - grom overlope Where can | get that movie? close to I sQ @2 %% <D0T> 52 N <DOT>
D1(Y) = Rewards unique n-grams ! How can | get that picture? ™~ access L7 SRR
! : © T synenym (simdar embeddings) are | the PARSER v E® N &% - € e e T
i Where can | get that film? ! LY, X) deep ' ADIP ' Bz L4 ‘_D,{P
T —— oo I T e R b / /\ e PPN
| Where ----- can | find --- that picture | we we PRP @@ » - .
| : i \ ADIP & &) s@® PRP ADIP H
How_can_1_ =i get that picture ! \ |
D,(Y) = Rewards Structural Coverage to
. S/ W7
argmazy o F(Y) a - "
. l -«
real vBzZ PRP ADJP

'possible‘ to

\
\
!
/
\
!
\
|
)
\
\
!
-———
o)
}
/

“Where can |
get that movie?”

i
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1
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(
]
|
I
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I
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—
I
I
I
/
'
\
(
|.f
I
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(3) SYNTACTIC PARAPHRASE DECODER

Diversity Syntacticality

A provisional government or a revolutionary
X government has been declared several times
by insurgent groups in the Philippines .

A revolutionary government or a provisional
Y government has been declared several times
in the Philippines by insurgent groups .
Input

Sequence @
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X X
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Inducing Constraints in Paraphrase
Generation and Consistency 1n
Paraphrase Detection

Diversity Components

‘where’, ‘can’, ‘film’, 1, ‘How',
“find that’, ‘that picture’,

‘1get’, ‘can!’, ‘Where can I’

D1(Y) = Rewards unique n-grams

D,(Y) = Rewards Structural Coverage

Fidelity Components

N

i
: 3k Candid b e EL'A‘ZY,XX Source Sentence

Where can| find ‘that [fjlm'. é———————> Where can | get that movie?
| n-gram overlaps
How can | get that picture? '

Synonym (simiar embeddings)

Where can | get that film? ! LAY X)

“Where can |
get that movie?”

‘Where’ ‘can’ A\

9060
1
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(
]
|
I
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I
I
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—
I
I
I
/
'
\
(
|.f
I
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3

s

—
hul
~

\
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.
Eae
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> k- sequences

Diversity

(1) SENTENCE ENCODER

EXEMPLAR SENTENCE (2) SYNTACTIC ENCODER Similar Syntax

how

close

are

we

P PARSE TREE OF SBARQ @ # PARSE TREE OF
s EXEMPLAR SENTENCE ¢ GENERATED PARAPHRASE oo
it H=4 Wod - .
safe a7 Ssa
oY) sQ <DOT>
to CoNSTITUENCY SQ @@ L <D0T> o S
access ——— AR TN .
the &% NP @& X)) - , s
VBZ &% ADJP @ VBZ NP ADIP
deep / L UL
web PR @8 /\. 1” ar’/ A
ADIP & & S@® PRP ADIP s
z
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-

VBZ PRP AIEJP

'possible‘ to

St 1 it  possible to make a real iron

(3) SYNTACTIC PARAPHRASE DECODER

A provisional government or a revolutionary
X government has been declared several times
by insurgent groups in the Philippines .

Syntacticality

A revolutionary government or a provisional
Y government has been declared several times
in the Philippines by insurgent groups .

Model

Input
Sequence

]

:

(98.6) (88.3)
X X
(92.2) (87.9)

Consistency

ashutosh@iisc.ac.in
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