
1

Ashutosh Kumar 
Indian Institute of Science, Bangalore

Inducing Constraints in Paraphrase 
Generation and Consistency in   

Paraphrase Detection 



Definition - Paraphrases

2*For a list of possible definitions of paraphrases, please refer to [1] 

Paraphrases are sentences or phrases that convey the same 
meaning using different words. Although the logical 

definition of paraphrases requires strict semantic 
equivalence, linguistics accepts a broader, approximate  
equivalence—thereby allowing far more examples of 

“quasi-paraphrases.”*



Definition - Paraphrases

2*For a list of possible definitions of paraphrases, please refer to [1] 

Paraphrases are sentences or phrases that convey the same 
meaning using different words. Although the logical 

definition of paraphrases requires strict semantic 
equivalence, linguistics accepts a broader, approximate  
equivalence—thereby allowing far more examples of 

“quasi-paraphrases.”*

The finalists will play in Giants stadium. ⇔ Giants stadium will be the playground 
for the finalists.



Definition - Paraphrases

2*For a list of possible definitions of paraphrases, please refer to [1] 

Paraphrases are sentences or phrases that convey the same 
meaning using different words. Although the logical 

definition of paraphrases requires strict semantic 
equivalence, linguistics accepts a broader, approximate  
equivalence—thereby allowing far more examples of 

“quasi-paraphrases.”*

The pilot took off despite the stormy weather. ⇔ The plane took off despite the 
stormy weather.

The finalists will play in Giants stadium. ⇔ Giants stadium will be the playground 
for the finalists.



Definition - Paraphrases

2*For a list of possible definitions of paraphrases, please refer to [1] 

Paraphrases are sentences or phrases that convey the same 
meaning using different words. Although the logical 

definition of paraphrases requires strict semantic 
equivalence, linguistics accepts a broader, approximate  
equivalence—thereby allowing far more examples of 

“quasi-paraphrases.”*

The pilot took off despite the stormy weather. ⇔ The plane took off despite the 
stormy weather.

The finalists will play in Giants stadium. ⇔ Giants stadium will be the playground 
for the finalists.

The pilot took off despite the stormy weather. ⇔ The pilot is checking for stormy 
weather.



Subproblems of 
Paraphrasing  

• Paraphrase Generation: Reword a sentence into a text 
such that the text preserves most of the semantics of the 
sentence. 

• Paraphrase Detection: Given two sentences, predict if 
they are paraphrases of each other.
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DISCLAIMER All experiments conducted on English language 
datasets
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Outline
• [Part 1] Inducing Constraints In Paraphrase Generation 

• Motivation for inducing diversity in paraphrase generation


• Baselines - Strengths and limitations


• Introducing DiPS (our method) and providing component details [Conf.: NAACL 2019]


• Introducing SGCP (our method) and providing component details [Journal:TACL 2020]


• Results on standard datasets
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• [Part 1] Inducing Constraints In Paraphrase Generation 

• Motivation for inducing diversity in paraphrase generation


• Baselines - Strengths and limitations


• Introducing DiPS (our method) and providing component details [Conf.: NAACL 2019]


• Introducing SGCP (our method) and providing component details [Journal:TACL 2020]
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• [Part 2] Inducing Consistency In Paraphrase Detection 

• Motivation for inducing consistency in paraphrase detection


• Defining the consistency objective [Conf.: Findings ACL 2022]


• Baselines - Limitations


• Results on standard datasets
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Part 1: Constraints in 
Paraphrase Generation

NAACL 2019, TACL 2020

NAACL 2019: Submodular optimization-based diverse paraphrasing and its effectiveness in data augmentation.
Kumar et. al. 2019 

TACL 2020: Syntax-Guided Controlled Generation of Paraphrases. 
Kumar et. al. 2020 

Addresses the gap in diversity and syntacticality in paraphrase generation research
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Data 
augmentation 

might help

User: I want to book a flight 
from Minneapolis to New York

Bot: Sure. When are you 
planning to travel ?

User:  Can you book plane to 
New York from Minneapolis

Sorry, I don’t understand what you’re saying

Bot: Sorry, I don’t understand 
what you’re saying
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Source how do i increase body height ?

Paraphrases

• how could i increase my height ?

• what should i do to increase body height ?

• what are the ways to increase height ?

• are there some ways to increase body height ?

Rephrasing a given text in multiple ways 

Fidelity  
(Meaning preserving)

Diversity 
(Lexical & syntactical variety)
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Subsequence Selection - Beam Search (Diverse selection)
Source how do i increase body height ?

Beam

• how do i increase my height ?

• how can i decrease my body weight ?

• what do i do to increase the height ?

• i am 17, what steps to take to decrease weight ?

Diversity                       Fidelity                       
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Fidelity                       Diversity                       

DiPS  
Find k diverse paraphrases with high fidelity 

Method based on subset  
selection of candidate (sub)sequences
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how do i increase my …
how can i decrease the …

how can i grow the …
what ways exist to increase …

how would I increase the …
how do I decrease the …

i am 17 , what …
are there ways to increase …

Vt

If     is sub modular + monotone = Greedy algo. with  
                                                           good bounds exists

F

how do i increase my …
how can i grow the …

what ways exist to increase …
are there ways to increase …

X
argmaxX⊆Vt, |X|=kF(X)

k

Induce Diversity while not compromising on Fidelity



Sub-modularity

14



Sub-modularity
X ⊂ Y ⊂ V, s ∈ V∖Y,

F : 2V → ℝ
F(X ∪ {s}) − F(X) ≥ F(Y ∪ {s}) − F(Y )

14



Sub-modularity
F = # Unique Coloured items

X ⊂ Y ⊂ V, s ∈ V∖Y,
F : 2V → ℝ

F(X ∪ {s}) − F(X) ≥ F(Y ∪ {s}) − F(Y )

14



Sub-modularity

# Items = 4
F = 2

F = # Unique Coloured items
X ⊂ Y ⊂ V, s ∈ V∖Y,

F : 2V → ℝ
F(X ∪ {s}) − F(X) ≥ F(Y ∪ {s}) − F(Y )

14



Sub-modularity

# Items = 4
F = 2

F = # Unique Coloured items
X ⊂ Y ⊂ V, s ∈ V∖Y,

F : 2V → ℝ
F(X ∪ {s}) − F(X) ≥ F(Y ∪ {s}) − F(Y )

14



Sub-modularity

# Items = 4
F = 2

# Items = 4 + 1
F = 2 + 1

F = # Unique Coloured items
X ⊂ Y ⊂ V, s ∈ V∖Y,

F : 2V → ℝ
F(X ∪ {s}) − F(X) ≥ F(Y ∪ {s}) − F(Y )

14



Sub-modularity

# Items = 4
F = 2

# Items = 4 + 1
F = 2 + 1

F = # Unique Coloured items
X ⊂ Y ⊂ V, s ∈ V∖Y,

F : 2V → ℝ
F(X ∪ {s}) − F(X) ≥ F(Y ∪ {s}) − F(Y )

14



Sub-modularity

# Items = 4
F = 2

# Items = 4 + 1
F = 2 + 1

# Items = 5 + 1
F = 3 + 0

F = # Unique Coloured items
X ⊂ Y ⊂ V, s ∈ V∖Y,

F : 2V → ℝ
F(X ∪ {s}) − F(X) ≥ F(Y ∪ {s}) − F(Y )

14



Sub-modularity

# Items = 4
F = 2

# Items = 4 + 1
F = 2 + 1

# Items = 5 + 1
F = 3 + 0

Diminishing Returns

F = # Unique Coloured items
X ⊂ Y ⊂ V, s ∈ V∖Y,

F : 2V → ℝ
F(X ∪ {s}) − F(X) ≥ F(Y ∪ {s}) − F(Y )
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SGCP Objective
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SGCP Objective

ℒ = −
1
T

T

∑
t=0

[log ℙ(z*t ) + at log(pt) + (1 − at)log(1 − pt)]

at pt: Signalling vector, : Transition probability,
T : Generation Time-step, z*t : Ground Truth token
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Dataset Statistics
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Dataset Statistics

Triples (Sentence, Exemplar, Reference)

Train* Dev. Test 

ParaNMT-small 4,92,878 500 800

QQP-Pos 1,37,185 3000 3000

* During Training: Exemplar = Reference Paraphrase
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GRANULARITY
SOURCE what are pure substances ? what are some examples ?

EXEMPLAR what are the characteristics of the elizabethan theatre ?
H = 4 what are pure substances ?
H = 5 what are some of pure substances ?
H = 6 what are some examples of pure substances ?
H = 7 what are some examples of a pure substance ?

SGCP VARIATIONS

SGCP-F (Full Tree) what are some examples of a pure substance ?

SGCP-R (ROUGE) what are some examples of pure substances ?
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Findings of ACL 2022

Findings ACL 2022: Striking a Balance: Alleviating Inconsistency in Pre-trained Models for Symmetric Classification Tasks 
Kumar and Joshi 2022 
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ℒ = ℒce(y, ̂yL2R) + ℒce(y, ̂yR2L) + λ * 𝒟(pL2R | |pR2L)

KL(p | |q) = ∑
x∈X

p(x)log
p(x)
q(x)

JS(p | |q) =
1
2

KL(p | |m) +
1
2

KL(q | |m)
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Results on other tasks can be found in the paper
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Comprehensive Error Analysis and criteria available in the main paper
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Future Work: 
1. Experiment on anti-symmetric tasks

2. Incorporating the objective into learned metrics like BLEURT
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Future Work

• Unsupervised Paraphrase Generation

• Text-Style Transfer

• Assessing strengths/weaknesses of models through paraphrases

• Domain Adaptation/Context Aware Paraphrasing

• Query reformulation

• Evaluation metrics for NLG models

• Towards better sentence representations

• Cross-lingual Applications
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